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ABSTRACT
Non-guaranteed display advertising (NGD) is a multi-billion
dollar business that has been growing rapidly in recent years.
Advertisers in NGD sell a large portion of their ad cam-
paigns using performance dependent pricing models such as
cost-per-click (CPC) and cost-per-action (CPA). An accu-
rate prediction of the probability that users click on ads is
a crucial task in NGD advertising because this value is re-
quired to compute the expected revenue. State-of-the-art
prediction algorithms rely heavily on historical information
collected for advertisers, users and publishers. Click predic-
tion of new ads in the system is a challenging task due to the
lack of such historical data. The objective of this paper is
to mitigate this problem by integrating multimedia features
extracted from display ads into the click prediction models.
Multimedia features can help us capture the attractiveness
of the ads with similar contents or aesthetics. In this paper
we evaluate the use of numerous multimedia features (in
addition to commonly used user, advertiser and publisher
features) for the purposes of improving click prediction in
ads with no history. We provide analytical results gener-
ated over billions of samples and demonstrate that adding
multimedia features can significantly improve the accuracy
of click prediction for new ads, compared to a state-of-the-
art baseline model.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures
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Multimedia Features, Image, Flash, Click Prediction, New
Ads, Display Advertising, GMM

1. INTRODUCTION

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
KDD’12, August 12–16, 2012, Beijing, China.
Copyright 2012 ACM 978-1-4503-1462-6 /12/08 ...$10.00.

Display advertising generates revenue by showing graphi-
cal ads on web pages. It is traditionally sold as a guaranteed
delivery (GD) contract, which constitutes a deal between a
publisher and an advertiser to deliver a pre-specified num-
ber of impressions over a certain period of time at a fixed
price per impression (CPM). An alternative mechanism for
delivery that has been growing in the recent years is spot
markets, where the impressions are sold one at a time. Spot
markets, such as Right Media Exchange (Yahoo), lets the
advertisers bid differently for each impression, allowing them
to use highly granular targeting methods. Most spot mar-
kets also provide advertisers with a wider range of pricing
models. Similar to GD, advertisers can choose to pay per
impression (CPM). However many advertisers would pre-
fer to pay only if the ad attracted the user’s attention. To
address this concern, many NGD exchanges provide perfor-
mance based pricing models such as pay-per click (CPC) and
pay-per-conversion (CPA), which can be further categorized
as post-view or post-click, depending on there being a click
before the conversion event. In a marketplace where ads
with different payment models are competing for the same
opportunity, the auction mechanism needs to convert the
bids to a common currency. This is often done by comput-
ing expected revenue (eCPM). For a CPM ad the expected
revenue is obviously going to be the same as the bid. For
a CPC ad, however, the expected revenue depends on the
probability that the user will click on that ad. Similarly,
the expected revenue of a post-view CPA ad depends on the
probability of conversion after the user views the ad; and
for post-click CPA the expected revenue calculation needs
to take into account both the click and the conversion prob-
ability. As a result, accurate prediction of click probability
plays an important role in NGD advertising.

A state-of-the-art NGD system typically relies on machine
learning models to estimate the click probability of eligible
CPC/CPA ads. These models are trained using data col-
lected from live systems. The identity of the users, publish-
ers and ads are typically used as features in such models,
together with some high level category information. For ads
that have been in the system for a long period of time, the es-
timation of click probability using identifier based features is
generally reliable, however it becomes a challenging problem
for new ads. Besides, identifier based features for advertis-
ers fail to provide any information about the aesthetics or
the content of the ads, which is the key factor that the user
responds to.



This cold-start problem is often addressed by the use of
content based features. However, most literature in this area
focuses on textual representation of content. What makes
this a unique problem for display advertising is the fact that
the ads are not represented as text; display ads are graphical
ads. In this paper we propose the use of multimedia features
to represent the content (and aesthetics) of such ads. The
contributions of our paper are as follows: We develop fea-
tures that can be extracted from both static images as well
as animated flash ads. We explore the use of global features
to capture the visual characteristics of the entire image, local
features to describe the sub sections in an image, and high
level features to capture the user’s perception. For flash ads,
we develop an additional set of features that are extracted
from the meta data. We also propose a clustering model
based approach to capture the shared visual content of these
images, and investigate the use of the group id as features. A
feature selection algorithm is also developed to remove fea-
tures with low click relevancy and high redundancy. Finally,
we show experimental results on data sets collected from a
commercial NGD exchange demonstrating multimedia fea-
tures significantly improve the click prediction for new ads,
compared to a state-of-the-art baseline model.
The paper is organized as follows. In Section 2, we de-

scribe the baseline NGD click prediction model. The multi-
media features used in our work are introduced in Section 3
followed by the introduction of our feature selection method
in Section 4. We present the feature analysis and modeling
results in Section 5. Related work is discussed in Section 6.

2. NGD CLICK PREDICTION
In NGD advertising a spot auction is run for every ad

slot on the publisher’s page, in which all advertisers with
matching target profiles participate. The ads are ranked
based on their expected revenue and the winning ad is dis-
played. Estimating the expected revenue for pay-per click
and post-click conversion payment models requires knowing
the probability that the user will click on the candidate ad
if shown in that ad slot on the publisher’s page.

2.1 Model
The click prediction problem in NGD can be formulated

as a classification problem, where each data point represents
a publisher-ad pair presented to the user. Assume there
is a set of n training samples, D = {(f(pj , aj , uj), cj)}

n
j=1,

where f(pj , aj , uj) ∈ <d represents the d-dimensional feature
space for publisher-ad-user tuple j and cj ∈ {−1,+1} is the
corresponding class label (+1 : click or −1 : no-click). Given
a publisher p, ad a and user u, the problem is to calculate the
probability of click p(c|p, a, u). We use a maximum entropy
algorithm for this supervised learning task because of its
simplicity and strength in combining diverse features and
large scale learning [3]. The maximum-entropy model, also
known as logistic regression, has the following form:

p(c|p, a, u) =
1

1 + exp(
∑d

i=1 wifi(p, a, u))
(1)

where fi(p, a, u) is the i-th feature derived from the publisher-
ad-user tuple (p, a, u) and wi ∈ w is the weight associated
with it. Given the training set D, the model learns the
weight vector w by minimizing the total losses in the data
formulated as:

LOSS(w) =
n
∑

i

L(w; fi(pi, ai, ui), ci) +
λ

2
‖w‖2 (2)

where L() is a logistic loss function used in this paper and
λ controls the degree of L2 regularization to smooth the
objective function. L-BFGS [5] is well suited to solve this
kind of large scale convex optimization problem.

2.2 Features
Designing informative features is very important for su-

pervised learning algorithms. Many features are derived
from the publisher-ad-user tuple. On the user side, demo-
graphic information such as age and gender are common
features used for click prediction. On the publisher and ad-
vertiser side there are hierarchies of entities. The entity
identifiers are typically used as features in click models to
capture the click behavior at different levels of abstraction.
Publishers use site id to label their sites and section id to
tag different parts of their pages. The url and host of the
page are also informative features. An advertiser can set
up multiple campaigns and creatives and the same creative
can be used in multiple campaigns. And finally, publishers
and advertisers connect to ad exchanges via networks, which
constitute the root of the hierarchies.

The identifier features are all binary indicators that take
the value 1 when present and 0 otherwise. Other ad features
that are useful include the size of the ad, the topical category
and the format (e.g. pop-up, floating or static banner ads).

Conjunctions are used to capture the interaction between
different feature groups, such as user and publisher, pub-
lisher and ad, and user and ad conjunctions The number of
features will grow exponentially after feature conjunction.
Given a large set of identifiers, the final number of param-
eters in the model will be very large. Feature hashing [29]
is a simple and effective dimension reduction technique to
limit the feature space as well as maintaining the model per-
formance by hashing the feature to a predefined number of
bins.

3. MULTIMEDIA FEATURES
Display ads are mainly created in two formats, image and

flash, from which we derive four sets of features. The first
set is composed of features generated from images and im-
age elements in flash ads. They are designed to capture the
visual aspects of the images that may strongly affect users’
response to the ads. The second set of features consists
of meta information extracted from flash ads. In addition,
we extract the latent mixture components from the images
to capture their shared visual content as a separate set of
features for click prediction. Finally, the image and flash
features extracted from the ads are conjoined with user and
publisher side features. For instance, the user age and ad
color can be used as an additional feature to capture the
variations in different age groups’ responses to different col-
ors.

3.1 Image Features
A digital image with resolution X×Y is typically treated

as a grid of pixels with X rows and Y columns. The in-
tensity of each pixel at location (x, y) can be represented
in various color spaces including but not limited to RGB,



Grayscale, HSV, HSL and YUV. RGB stores individual val-
ues for red (R), green (G) and blue (B) for each pixel at
(x, y). RGB can be easily converted to grayscale and con-
sequently to binary, black or white, by setting a threshold
value on grayscale value. HSV (hue, saturation, value) is
another color space that takes human perception into ac-
count in the color encoding. In HSV, the brightness of a
pure color is equal to the brightness of white. HSL (hue,
saturation, lightness/luminance) is similar to HSV, except
that the lightness of a pure color is equal to the lightness
of a medium gray. The YUV model defines a color space
in terms of one luma (Y) and two chrominance (UV) com-
ponents. Different color spaces characterize an image from
different perspective, based on which we can extract various
features to describe the content of the image.
The features extracted from the image are divided into

three categories, global features, local features and high level
features. Global features are utilized to describe the content
of the entire image using a small number of values while lo-
cal features represent the characteristics of the local regions
of the image. Both global and local features are computed
directly from the image. The high-level features attempt to
capture the human visual perception of the image. They in-
volve more complex processing of the underling image data,
that typically requires applying a model trained on an ad-
ditional image corpus. A subset of these high-level visual
features has been used in the context of predicting a user’s
photo preferences in social media sharing sites [28].

3.1.1 Global Features
Global features capture the visual effect of the entire im-

age as a whole and are generally easy to calculate. The
global features used in our work are introduced as following:

• Brightness of an image can be derived directly from
two color spaces, the YUV color space [23] where “Y”
stands for the luma component (the brightness) and
HSL color space [18] where “L” measures the light-
ness of the image. The average, standard deviation,
maximum and minimum of the luminance and light-
ness values of all the pixels in the image are derived as
brightness features.

• Saturationmeasures the vividness of an image, whose
value can be established directly from the HSV or HSL
color space. Similar to brightness, we calculate the
average, standard deviation, maximum and minimum
of the saturation of all the pixels in the image.

• Colorfulness of an image is a measure of its difference
against gray, which is calculated in RGB [12] as:

CF =
√

σ2
rg + σ2

yb + 0.3
√

µ2
rg + µ2

yb (3)

rg = R−G

yb =
R+G

2
−B

• Naturalness is the degree of correspondence between
images and human perception of reality. Huang et
al. [15] proposed an approach to obtain a quantita-
tive description of Naturalness by grouping the pix-
els with 20 ≤ L ≤ 80 and S > 0.1 in HSL color
space according to their hue (H coordinate) value into
three sets: Skin, Grass and Sky. The naturalness score

NSskin, NSgrass, NSsky as well as the proportional of
pixels NPskin, NPgrass, NPsky are derived from the
image. The final naturalness score feature is calcu-
lated as:

NS =
∑

i

NSi ×NPi, i ∈ {Skin, Grass, Sky} (4)

• Contrastmeasures relative variation of luminance across
the image in HSL color space. The simplest definition
of contrast is the standard deviation of the luminance
L(x, y) of all image pixels. An extended version is
to calculate the standard deviation of the normalized
luminance L(x,y)−Lmin

Lmax−Lmin

of all image pixels as the con-
trast.

• Sharpness measures the clarity level of detail of an
image. Sharpness can be determined as a function of
its Laplacian, normalized by the local average lumi-
nance in the surroundings of each pixel:

SH =
∑

x,y

LP (x, y)

µxy

, LP (x, y) =
∂2L

∂x2
+

∂2L

∂y2
(5)

where µxy denotes the average luminance around pixel
(x,y).

• Texture features correspond to human visual percep-
tion by capturing the spatial arrangement of color or
intensities in an image. One of the most widely used
texture feature set is developed by Tamura et al. [27],
which achieved correspondences with psychological mea-
surements successfully. Three out of the six Tamura
textual features are utilized in our work, which de-
scribe the coarseness, contrast and directionality of the
image.

• Grayscale simplicity features are extracted to rep-
resent the properties of the gray level image. Three
features are extracted from the gray level histogram
of the image consisting of 255 bins [2]. The first one
calculates the contrast of the image by measuring the
width of the gray level histogram which consists of 95%
of the pixels in the image. The second feature counts
the number of gray bins which contains the significant
number of pixels. This feature measures the simplicity
of the image in grayscale. The third feature simply cal-
culates the standard deviation of the gray level values
of all the pixels in the image. Javad et.al in [2] show
that the proposed gray level features are very effective
in predicting the CTR of ads.

• RGB simplicity features can represent the simplic-
ity of a color image [22]. Similar to [2], we quantize
the RGB space into 512 bins by dividing each channel
into 8 equal intervals. The number of RGB bins whose
number of pixels are above a certain threshold is cal-
culated as the simplicity feature in RGB space. We
also take out the RGB bin with the maximum number
of pixels as the dominant color and calculate its ratio
with regard to the total number of pixels in the image
as another features. Two similar features can also be
calculated in the HSV color space.

• Color harmony property of an image are assumed
to be correlated with the appeal of an image to a ran-
dom user [8]. Two features are extracted from the



image based on the 7 color harmonic distribution tem-
plates[16, 17] created from the hue value of HSV color
space. From the HSV color space of an image, we cal-
culate the average deviation from each color harmony
template and the deviation from the best two fitted
models are reported as two color harmony features [2].

• Hue histogram features are based on the hue value
of all the pixels in image. Each Hue value in HSL or
HSV color space represents a color by itself. Similar
to [2], three features are extracted based on hue his-
togram of an image consisting of 20 bins. The first
feature counts the number of bins including number of
pixels more than a threshold value, indicated as num-
ber of significant hues. The second feature calculates
the contrast of the hue histogram as the maximum arc
length distance between any two significant bins. The
third feature calculates the standard deviation of the
hue arc length of all the pixels in the image, which
shows the distribution of the hue color in the images.

3.1.2 Local Features
Users often pay more attention to certain regions in an

image. Features that are generated from local regions can
therefore be useful. To generate local features, we first divide
the image into many segments using a connected component
algorithm [25]. Let S = S1, S2, ...Sg be the final g set of seg-
ments created from the image (note that segments smaller
than 5% of the image are dropped). Some of the global fea-
tures introduced in Section 3.1.1 can be extended to local
features by calculating them in local segments similar to [2].
The local features used in our work are described as follows:

• Basic segment statistics features are extracted from
the basic statistics of the segments. The first feature is
simply the number of segments g in the image, which
may indicate how busy an image is. Another feature
is the contrast of segment sizes, which is calculated
as the difference between the size of the largest and
the smallest component. The third feature calculates
the ratio of the largest connected color component to
the whole image in terms of number of pixels. This
feature will have a larger value for a smooth image.
The fourth feature is defined as the rank of the hue bin,
considering the bin size in descending order, associated
with the largest connected component in the image.
The last two features are calculated in the same way
as the third and fourth feature except that they are
based on the second largest connected component.

• Segment hue histogram is generated for each seg-
ment in the image. Similar to the global hue histogram
features, six local hue features are extracted: 1) the
number of significant hues in the image falling in the
largest segment, 2) the number of significant hues in
the largest segment, 3) the largest number of signifi-
cant hues among all the segments, 4) the contrast of
the number of significant hues among all segments, 5)
the contrast of the hues in the largest segment, and 6)
the standard deviation of all segment’s hue contrasts.

• Segment color harmony features are similar to the
global color harmony features except that they are
computed on the largest segment. Two features are

generated, the minimum deviation from the best fit-
ted color harmony model and the average deviation of
the best two fitted color harmony models.

• Segment brightness features are based on the light-
ness of each segments calculated in HSL color space.
Three features are calculated, 1) the average lightness
of all the pixels in the largest segment, 2)the standard
deviation of average lightness among all the segments,
and 3) the contrast of average lightness among all the
segments.

3.1.3 High Level Features
Most of the global and local features introduced above

describe the content of the image at low level of visual per-
ception. In this section, we introduce a set of more advanced
features that is able to capture high level perception or con-
ception information of an image.

• Interest points are the pixels in the image that con-
stitute the edges, e.g. high-contrast regions, of objects
in an image. Lowe et al. [21] developed the SIFT al-
gorithm (Scale-invariant feature transform) to identify
the interesting points for object detection. We sim-
ply use the number of interesting points as a feature
for our task, which may indicate the complexity of an
image in terms of the number of objects it contains.

• Saliency map is a binary map detected from the im-
age using saliency detection algorithms such as [14]
to distinguish the objects from the background whose
saliency value is less than a predefined threshold. Sim-
ilar to [2], based on the saliency map, many features
are extracted such as: 1) the ratio of background to
the whole image, 2) the number of connected compo-
nents of background, 3)the ratio of the largest con-
nected component of background to the whole image,
4) the number of connect components in the saliency
map, 5) the ratio of the largest connected saliency area
to the whole image, 6) the average weight of the largest
connected components of saliency map, 7) the distor-
tion of the connected saliency areas calculated as the
overall distance among all the components centroids,
and 8) overall distance of all component centroids from
the center of image.

• Text in an image can be extracted using standard
OCR (Optical Character Recognition) algorithms [26].
Simple features such as the number of characters and
number of words can be easily created afterward as two
possible features. Note that, these two features are in-
dependent from the content of the text and therefore
it does not need a very accurate OCR toolbox.

• Human faces in an image can be extracted by face de-
tection algorithms [4]. For our ad click prediction task,
we created four features using the recognized faces in
the image: the number of profile faces, the proportion
of profile faces in terms of pixels, the number of frontal
faces, the proportion of frontal faces in terms of pixels.

3.2 Flash Features
Flash is commonly used in display advertising, because

it enriches the user experience by supporting streamlining
of video, audio, animation of text, drawings and images.



Compared with static image ads, flash ads are more attrac-
tive and therefore more likely to be clicked by users. Hence
features extracted from flash ads can provide additional in-
formation to click models. In our work, a flash ad is de-
composed into many elements including image, sound, font,
text, button, shape, frame, and action. Obviously the image
features introduced in Section 3.1 can be extracted from the
image element of a flash ad. A list of flash specific features
are introduced as following:

• Basic flash features are derived by counting the num-
ber of movie clips, shapes, fonts and frames in the flash.

• Audio feature is a binary feature indicating whether
a flash ad contains audio. A flash ad with audio may
be more attractive to users than soundless ads.

• Text features such as number of characters, number of
words and a number of pre-determined keywords (e.g.,
“click”, “free”) are derived from the text elements in
the flash.

3.3 Mixture Component Features
When users look at a display ad they do not perceive it

as a matrix of pixels, but rather they process the content
of the ad. Images with similar content may receive similar
responses from users. One way to capture this is to clus-
ter images based on content similarity and use the cluster
membership as a feature. We use a Gaussian Mixture Com-
ponent (GMM) model for this purpose, instead of more ad-
vanced models such as Probabilistic Latent Semantic Anal-
ysis (PLSA) [13], because of its scalability. The weight of
mixtures as well as the mean vectors and covariance matrices
for each mixture are learned through a maximum likelihood
process from the images in the training set, which are de-
scribed as vectors of image features introduced in Section
3.1. For every image in the test data we estimate the prob-
ability of component membership from the learned model.
The component id with the maximum posterior probability
is then used as the mixture component feature in the click
model.

3.4 User and Publisher Conjunction Features
The “attractiveness” of a rich media ad to different users

will vary since users may have different interests and taste.
For example, male and female users will certainly react dif-
ferently when seeing an ad with a beautiful human face;
young users may be more attracted to ads with cartoons
than older users. The ad performance on different publish-
ers also varies. As an example, ads with cars in the image
are more likely to be clicked when shown on a automobile
related site than when shown on a fashion site. These fac-
tors are not taken into account by the multimedia features
introduced above since they are extracted from the ad con-
tent only. Conjunction features solve this problem by taking
the cross product of the user features (such as age, gender
etc.) or publisher features (such as publisher id, url, etc.)
with the multimedia features.

4. FEATURE SELECTION
Some of the multimedia features introduced above may

not be relevant to the click prediction task or can be redun-
dant because of the intrinsic correlations with other features.
Including all of them in the model may not only increase the

Table 1: Feature set in baseline model for click pre-
diction.
Feature Group Feature Name
Publisher publisher id, publisher network id,

section id, url, host
User age,gender
Ad ID advertiser id, campaign id, creative id,

advertiser network id
Ad Type ad size, offer type id, pop type id

model complexity but also degrade the model performance.
In this paper, a clustering based feature selection algorithm
is developed to remove irrelevant and redundant features.
First, features are ranked based on their relevance to the tar-
get in the training data, measured using a standard mutual
information method [32]. Irrelevant features are removed by
thresholding the relevance score.

We use a spectral clustering method to group similar fea-
tures together. A fully connected similarity graph is con-
structed, in which nodes represent features and edge weights
are defined by the similarity (in terms of mutual informa-
tion) of the two features they connect. A normalized cut
method [9] is then applied to the graph to obtain clusters of
features that are strongly correlated with each other. Finally
features within each cluster are ranked using the relevance
score and only the top k features in each cluster are selected
to build the model. Clearly, there is a trade-off between rel-
evance and redundancy that can be tuned by varying the k

according to the size of the cluster.

5. EXPERIMENTS
In this section, we first describe the features, data sets

and models used in the experimental evaluations. Then we
present a click-through rate (CTR) analysis of the image fea-
tures. Finally, we compare the click prediction model with
multimedia features to a baseline model on click prediction
of new ads.

5.1 Experimental Setup
We compare the models using the data sampled from the

Yahoo! NGD advertising system for a period of 5 weeks.
Each sample is an impression of an ad and is labeled as
“clicked” or “not clicked”, as derived from the user click logs.
The data from first 4 weeks is used as training set and the
last week is treated as test set. There are approximately
2.3 billion samples in the training data. The data contains
about 1.4 million unique display ads. 54% of the ads are
images and the rest 46% are flash objects. The first image
of the flash ad is extracted as its image representation. In
order to evaluate the performance of multimedia features
on new ads, we further create subsets of test data, which
include only impressions with new ads that never appeared
in the training period.

The baseline model used for comparison is trained based
on numerous features extracted from users, publishers and
advertisers. Table 1 summarizes all the basic features used
in the baseline model. The baseline model also includes
all the conjunction features conjoining every pair of feature
groups in Table 1. A 24-bit hash function is used to hash all
the features into 16 million bins. With 16 million features,
the baseline model is considered strong. To evaluate the



Figure 1: Variation of CTR with regard to different multimedia features

performance of multimedia features in click prediction, we
retrain a model by adding multimedia features to each train-
ing sample as additional features. Events in the test set are
ordered by the predicted clickability score. Precision-recall
(P-R) curves as well as area under curve metric (AUC) are
calculated to measure the accuracy of the models.
We evaluated three click prediction models with multi-

media features. The first model uses all the multimedia
features introduced in Section 3. The second model adds
only the mixture component feature to the baseline model.
We set the number of components to be 150 in the experi-
ment in order to learn meaningful clusters as well as avoiding
heavy computation overhead in feature generation and pre-
diction calculation. The third model utilizes a subset of the
multimedia features selected using the method presented in
Section 4. Note that all the models use the same 24-bit
hash function to hash all the features. As a result, adding
multimedia features does not increase the total number of
features.

5.2 Feature Analysis
Here we conduct an initial study on various multimedia

features to obtain an intuitive understanding of their impact
on ad click behavior. One week of test data is used for this
analysis. We quantize each multimedia feature into multiple
bins using a k-means clustering algorithm and the CTR for
each bin is calculated. Figure 1 shows the CTR distribu-
tion for 9 representative multimedia features selected in our
study. The Y -axes of each figure shows the CTR and the X-
axes represents the bin index of features. The actual CTR
values in the figures are omitted to protect proprietary infor-
mation. Our observations from Figure 1 are listed as follows
(note that images referred below include flash images):

• CTR increases nearly linearly with the minimum bright-
ness of the ads.

• Large background image ads receive less clicks than
small background image ads.

• Flash ads with audio generate more clicks than flash
ads without audio.

• Ads with larger number of interest points have lower
CTR than ads with a small number of interest points.

• When an image ad has more pixels of dominant color
(simpler), it is likely to generate more clicks.

• There is a negative correlation between the CTR and
the number of characters detected in the image.

• Image ads with a small number of connected compo-
nents obtained from segmentation are generally pre-
ferred by users over image ads with a large number of
connected components.

• Image ads whose largest connected component is big
are likely to receive more clicks.

• There is a negative correlation between the CTR and
the number of faces detected in the image.

It is clear that all these features are highly correlated with
CTR and therefore have a great potential to improve the
performance of click models. In fact, many of these observa-
tions are consistent with each other. For example, “simple”
images often have a small number of interest points, a few
connected components, or a high ratio of dominant color.
These observations can also be used to guide the creative
design process for the purpose of increasing their CTR.



5.3 Click Prediction for New Ads

Figure 2: Percentage of new unique advertiser iden-
tifiers, creatives and campaigns emerging for each
day in one month (relative to those existing in the
training period).

Modeling multimedia features allows us to improve the
click prediction for new ads by enabling the use of histori-
cal performance of pre-existing ads with similar content. In
order to evaluate the scope of the problem we first mea-
sure the burst rate of new ads in the data. For this anal-
ysis we treat the first 4 weeks of data as the reference set,
and calculate the ratio of new ads per day for the follow-
ing 2 weeks. Advertiser campaigns often have an inherent
structure: one advertiser can have multiple campaigns, and
one campaign might have multiple creatives. In the case
of Yahoo’s exchange the same creative can actually appear
in multiple campaigns. To understand the problem space
better we measure the burst rate at each of these levels sep-
arately. As shown in Figure 2, it is clear that the burst rate
is increasing steadily day by day for all three levels, however
creative has the most significant change. 31.7% of unique
ads are new creatives after a period of 13 days. The burst
rate of campaigns is slower, with 23.0% of new unique ads
after a period of 13 days. The advertiser is the most stable
of the three levels, which still has 11.9% new unique ads.
This underlines the impact of our work on the performance
of the NGD advertising system.

Table 2: Performance improvement in terms of AUC
of click prediction model with multimedia features
on new ads with different level of newness.

Newness Level AUC Gain
New Advertiser ID (newest) 6.50%

New Creative ID 2.15%
New Campaign ID 1.27%

New Campaign+Creative ID 3.31%

Then we evaluate the performance of the three click mod-
els with multimedia features as introduced in Section 5.1 on
new ads. Specifically we create multiple slices of test data
which contain new ads represented at four different levels:
advertiser, creative, campaign and campaign×creative. The
campaign×creative slice includes ads with either new cam-
paigns or new creatives. The P-R curve and corresponding
AUC for each slice of test data are shown in Figure 3. Look-
ing at the test data with new advertiser id, we observe a
significant improvement by adding the multimedia features.
The model with all multimedia features gains 6.03% in terms

of AUC. Using feature selection method introduced in Sec-
tion 4 improves the performance even more, with a 6.50%
gain over baseline. This is not surprising since a lot of fea-
tures introduced in Section 3 seem strongly correlated with
each other. It is also worth mentioning that the mixture
component feature is so informative that adding it alone
brings 1.5% gain over the baseline. We also observe notable
improvements by adding multimedia features on the other
new ad slices. The improvements are relatively smaller com-
pared to the result on the new advertiser slice. This is ex-
pected because advertisers use the same advertiser identifier
for new creatives and new campaigns thus providing some
historical information even for new ads. Table 2 summarizes
the AUC gains compared to the baseline for the model with
selected multimedia features using the method introduced in
Section 4. All the improvements are statistically significant
(p < 0.01) based on a simple paired t−test on the predic-
tion results generated by thresholding the prediction score
of the compared models using the equal error point (EER).
In general, multimedia features play a important role on
advertisers with limited historical information. Note that
all these improvements are achieved without adding model
complexity in terms of the total number of features due to
the feature hashing strategy.

6. RELATED WORK
Click prediction in on-line advertising has received in-

creasing attention from the research community in recent
years. Most of the work in the literature can be categorized
broadly as either new feature or new model development.
In terms of feature development, Liu et al. [20] propose to
use syntactic features for sponsored search to model the rel-
evance between query and ad by treating the ad’s text as a
short document and building a language model as in classic
information retrieval; Chakrabarti et al. [6] developed click
feedback features [6] based on aggregated historical click
data, which has proven to be very effective in click predic-
tion; Cheng et al. [7] developed a personalized click model
by including user specific features and demographic features
which dramatically improve the performance of click predic-
tion. In terms of model development, maximum entropy [7,
3] or decision trees [10] are common models used for click
prediction in on-line advertising. Specifically for sponsored
search we see the use of generative graphical models [30]
that focus on identifying the factors that affect the user’s
response to ads on a search page; Graepel et al. [11] pro-
pose a Bayesian on-line learning algorithm used for CTR
prediction in Bing’s sponsored search product.

Most published work in the area of click prediction for
new ads is focused on identifying new ads either by using
categories [6] or identifying a set of similar ads by using
the textual content of the ads [10], which cannot be ap-
plied to display advertising directly. In our case, some level
of ad and page category was already being utilized by the
baseline models. An alternative approach was proposed by
Agarwal et al. [1] that utilizes the hierarchy in the advertis-
ers campaigns to improve the prediction for new ads. While
we did not use the exact same model, we did use features
that capture part of this information in our baseline mod-
els. Therefore the improvements we present in this paper
are complementary to their work.

Image features have been widely researched for the task of
content based image retrieval (CBIR)[31, 24] including both
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Figure 3: Variation of CTR with regard to different multimedia features

global features and local features. Global features charac-
terize images using global characteristics such as color his-
togram, texture values, shape parameters. For example, Yoo
et al. [31] developed a set of global visual features for the
task of large scale image searching. Global features fail to
work when the retrieval task is targeted to specific local ob-
jects, e.g. human face recognition. Local features are typi-
cally used [24] in such tasks. CBIR mainly focuses on finding
similar images in a database, whereas our task requires mea-
suring the ”attractiveness”of the image particularly in terms
of CTR. There is some work in literature developing features
to estimate the beauty of an image using many features [33,
19], however little work is found on exploring their corre-
lation with CTR. In addition to the features being studied
in this paper, there are other derivatives from the computer
vision domain that could have a strong impact on user’s re-
sponse to the ads, such as company logos. We would like to
extend our analysis to include these features.
To the best of our knowledge Azimi et al.’s [2] proposal is

the first use of multimedia features for the purposes of esti-
mating click probability of display ads. Some of the image
features described in Section 3.1 were introduced in their
work. However their proposal was limited to static image
ads only and the experimental results provided in their work
compared to a simple weighted sampling based CTR estima-
tion on a small set of samples.

7. CONCLUSIONS
In this paper, we propose to use multimedia features to

improve the accuracy of click prediction for new ads in a

NGD advertising system. Specifically, we developed image
and flash features that describe the visual perception of the
content of display ads. We analyzed the click distributions
for the different multimedia features and observed a strong
correlation between the CTR and features defined. We fur-
ther tested the models with multimedia features on large
scale data collected from real traffic. Compared to a state-
of-the-art baseline model without multimedia features, we
observed significant improvement in terms of prediction ac-
curacy on test data with new ads. We also developed a fea-
ture selection algorithm to remove the redundant and highly
correlated features, which was shown to improve the accu-
racy of the final prediction task.
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